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Abstract

I present the results of some simple calculations designed to study
the loss of quantum coherence. The relevant physical issues are briefly
reviewed, and then a very simple “toy” model is analyzed. Exact solu-
tions are found using numerical techniques. The type of decoherence
exhibited by the model can be changed by varying a coupling strength.
I study the system from two points of view. One, the Schmidt paths
approach, is closely related to the conventional approach of studying
decoherence by checking the form of the density matrix. The consis-
tent histories approach is also used, and the relationship between the
two approaches is explored.

1 Introduction

The “loss of quantum coherence” plays an important role in our understand-
ing of quantum mechanics. Loss of quantum coherence provides a mecha-
nism whereby effects often attributed to “the collapse of the wave function”
can arise in a systemn whose evolution is entirely unitary. This is accom-
plished by introducing a sufficiently complex “environment” into the calcu-
lation [1, 2, 3, 4, 5, 6, 7, 8]. (For an introductory treatment see [9].) Such
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environments are present in most realistic physical situations. Indeed, one
finds that this mechanism is constantly in operation all around us, and de-
coherence is in large part responsible for the “state” in which we find many
commonplace objects.

For example, one could never hope to observe a macroscopic penduium
in an energy eigenstate of its “harmonic oscillator” Hamiltonian, even if an
initial state could be prepared that way [10]. Local interactions of the pen-
dulum with its internal degrees of freedom, the gas in the room, or even
just with the cosmic microwave background [11] would insure its rapid “col-
lapse” into a much more localized state. This would be a consequence of
correlations being set up with these other degrees of freedom which destroy
the coherence of the initial state. At any given time the wavefunction of
the world would then describe many localized copies of the pendulum, each
at different positions, and each correlated with different environment states.
The delocalized property of the initial state would just be reflected in these
different positions being broadly distributed.

The physics of decoherence often points to the existence of preferred
states, whose coherence is not destroyed by interactions with the environ-
ment. In the case of the pendulum these resemble the “coherent states”,
which are localized, and follow classical pendulum trajectories[12]. Follow-
ing the pioneering work of Zurek (2, 3, 4, 6], the preferred states are often
referred to as the “pointer basis”. The word “pointer” is used because of
the importance of the pointer basis in understanding measurement devices
(many of which have pointers!). However (as Zurek and others have noted),
the process of decoherence and the ability of special states to survive the
decohering effects of the environment is a widespread phenomenon, and is
not limited to man-made laboratory equipment. For many objects (such as
the macroscopic pendulum) the pointer basis states are highly localized in
both position and momentum. This fact can give rise to a classical treatment
of these objects, in which both position and momentum are sharply defined.

The role of quantum decoherence in the early universe is of particular
interest. It may provide valuable insights into questions relating to “initial
conditions”. One can ask which properties of the universe relate directly to
the “initial state” and which are a consequence of dynamics forcing systems
into the preferred pointer basis states. For example, in inflationary cosmology
the state of the universe during inflation is a highly symmetric spatially
homogeneous one, even though many modes are excited. The fact that we
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observe an inhomogeneous matter distribution today is attributable to local
interactions destroying the coherence of this “initial” state [7] (see also [13,
14,15, 16, 17, 18]). The pointer basis states in this case are not homogeneous.
Halliwell [19] has also emphasized the importance of quantum decoherence
when studying emerging classical behavior in quantum cosmology. There has
recently been interest in the possible role that certain quantum gravity effects
(“wormholes”) could play as an environment responsible for decoherence. In
[20] Coleman shows that the wormhole interactions serve to define a pointer
basis. Unlike general states, states which are members of the pointer basis (or
“A-eigenstates” in Coleman’s language) do not lose coherence very rapidly
to wormhole interactions.

In familiar examples it is often easy to guess the nature of the pointer
basis. For example, pointer basis states for the center of mass coordinates
of macroscopic objects tend to be localized in space. This can be attributed
to the locality of interactions with the environment. In addition, these local-
ized states need to have fairly sharply defined momenta in order to remain
localized in the course of time. Of course, there are notable exceptions to
this rule. Superconducting Josephson junctions, for example, involves highly
delocalized states which maintain their coherence {21, 22, 23].

In any case, when venturing into unfamiliar territory such as the early
universe, one might want something more than heuristic arguments to work
with. A common approach is to guess a pointer basis, and to check the di-
agonality of the reduced density matrix (in that basis) produced by tracing
out over the environment. Care must be taken, however, since any density
matrix can be diagonalized, but a pointer basis does not always exist. In
many cases the decohering effects of the environment will rapidly destroy the
coherence of any state. A related approach involves following the time evolu-
tion of the eigenstates of the reduced density matrix (which define “Schmidt
paths”). To the extent to which the eigenstates retain characteristic proper-
ties (such as locality) throughout time, a pointer basis may be said to exist.

This paper includes a study of a simple system from the “Schmidt Paths”
point of view. The system has a parameter which can be adjusted to change
the nature of the decoherence. Using the Schmidt point of view, I show that
in some limits a static pointer basis emerges, while in other cases the pointer
basis is dynamically evolving. In many cases the system is just noisy, and no
state can survive the decohering effects of the environment.

The Schmidt paths provide information about instantaneous probabili-
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ties assigned to correlations, and allow one to follow the time development of
these probabilities and correlations. The “consistent histories” or “decoher-
ence functional” schemne is related to the sum over histories formulation of
quantum mechanics. It is used to determine whether one can assign well de-
fined probabilities to different histories for a given systemn. When the answer
is in the affirmative, the histories are said to be “consistent” or “decohering”.

In many cases correlations between a system and its environment (or
“records”) play a crucial role in causing certain histories to be consistent. I
show how the Schmidt paths can be useful in identifying which properties
of a subsystem have been recorded. In turn this can help determine which
histories are consistent. [ show how the presence of a pointer basis allows
a particularly simple form of consistent histories to be constructed, but the
absence of a pointer basis does not prevent the construction of consistent
histories.

The next section is a review of the basic ideas of decoherence, and section
3 provides an introduction to the Schmidt paths point of view. In section
4 the toy model is introduced. In sections 5 and 6 the behavior of the
toy model is analyzed from the Schmidt point of view. BSection 7 starts
with brief introduction to the consistent histories approach, and discusses
the important role of correlations or “records”. The toy model is analyzed
from the consistent histories point of view in section 8. Comparisons with
previous work are made in section 9. Conclusions are presented in section
10. A number of technical issues are addressed in the appendices.

Throughout this paper I use units in which & = 1.

2 Correlations and Decoherence

2.1 The exactly separable limit

Whenever one studies a system quantum mechanically, the wavefunction of
the world, |4),, is usually implicitly assumed to have the following direct
product form:

[¥)w = %), ® ), (1)

Here |1), is the wave function of the system under study, and |9}, is a state
for the rest of the degrees of freedom of the world, which do not concern the
particular calculation at hand. In fact, one usually further assumes that |1},
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itself can be written as a direct product:

), =), ® W), ® ), © - W) ® .. (2)

The subscripts indicate the numerous subsystems into which one divides
the “system under consideration”. These subsystems may be an incoming
particle, a target, a clock, etc..

The product form for a wavefunction is far from general, and one might
wonder why, instead of Eq (1), one is not forced to consider the more general

| $ho = T aili), ®11), 3)

where {|1),} and {}7}.} are bases which span the Hilbert spaces of the “sys-
tem” and the “rest of the world” respectively. One could just embrace the
product form as one of the initial assumptions, but there is another point of
view which is much more physically motivated. This second point of view 1s
closely tied with the notion of “quantum decoherence” and is the subject of
this paper. I will start the discussion with some formal remarks, and then
bring in the additional complications which make the picture more interesting
and physical.

In order to exactly preserve the product form of Eq (1) the total Hamil-
tonian must generally be of the form:

HW=HI®Ir+Il®Hf (4)

where I represents the identity operator in the labeled subspace .
However, given a separable Hamiltonian, one could go beyond the simple
product form of Eq (1), and instead have:

By = Yo ), ® 1), (5)

Each |1y;), will evolve independently according to H,. Furthermore let us
assume

s(ule;), = (i), = i (6)

! Another possibility is that |), ® [%). is an eigenstate of the total Hamiltonian. This
possibility will be relevant to later discussion.




Note that there is only one summation in Eq (5), so each state |;), is
uniquely correlated with its own member of the orthonormal set |4;),. The
special correlations represented here have interesting implications.

In particular, the reduced density matrix for system s takes the form;

pr = 2o afeuli)s 5] sl
= Za:ailwi)'<¢i|‘ (7)

The correlations described by Eqs 5 and 6 result in a p, which is diagonal
and which has eigenstates given by the |4,},’s
The probability for systermn s to be in a state |z), is thus given by

{z]p.|z) Za o] {z[9i) e, (8)

where interference terms proportional to (|}, fi;|z), are completely ab-
sent.

The separability of the Hamiltonian allows one think of system s as be-
ing in independently evolving states |4,),, each with probability afa;. The
correlations with system r insure that interference among these states will
never be observed. The possibility for this kind of behavior is a very impor-
tant feature of quanturmn mechanics. It forms the basis for the realization of
Everett’s “many worlds” {24, 28], in which different outcomes of a quantum
measurement subsequently evolve in an independent, non-interfering manner.

2.2 Interactions and the origin of the correlations

This discussion has been focused on correlations between the system and the
“rest” subspaces. So far, I have had nothing to say about the origin of these
correlations. Because of the exact separability assumed for the Hamiltonian,
the correlations are not a result of dynamics, but are just a property of the
initial state which is preserved by the dynamics.

The reason these considerations are interesting, however, is that in the
physical world one never has ezact separability. While there are cases which
are separable enough from a practical point of view, there are often ways we
can manipulate the situation to expose the additional degrees of freedom (or



subspaces), and to exhibit interactions among different |1;)’s in a wavefunc-
tion of the form of Eq (5). (In some interesting cases, including in an example
I will present in this paper, the interaction between system and environment
will actually dominate over the respective self Hamiltonians.)

An important example is that of the “quantum measurement”. A decay-
ing nucleus can interact with a Geiger counter, setting up correlations with
its internal degrees of freedom. Afterwards, the total wavefunction can be
thought of as having two essentially independent terms, one describing the
case where the Geiger counter has clicked, and the other where it has not
clicked. The correlations will prevent interference between these two terms.
In this case, the lack of exact separability allows one to link the creation of
the relevant correlations to the interactions between the decay products and
the Geiger counter.

There has been a lot of theoretical work linking quantum measurement
with the setting up of correlations such as those discussed above. I refer the
reader to [1, 3, 11] for further discussion.

With the abandonment of exact separability, one is able to point to a
physical origin for correlations under discussion. However, confusion some-
times arises as to how the correlations are to be discussed. For example,
the specially correlated form for the wavefunction (Eq (5)) is not generally
preserved under time evolution unless the Hamiltonian is exactly separable.
In a typical discussion one often sees

W), = S ), ® 4, (9)

and

H{ils), = (Pilds), = b (10)
which are just Eqs (5) and (6) with = replacing =. However, the ambiguity
introduced by the “~” can be confusing. One wonders, for example, how

close to equality is “good enough” in each of these expressions. This is where
the “schmidt decomposition” can be quite helpful.

3 The Schmidt Paths

In the approach outlined above, one studies

Pa = Wy py, (11)



where one has traced out the rest space in py, (= [¥)uwu{¥|) to produce the
reduced density matnix for the system. One notes that if |¢), takes on the
specially correlated form (Eq (5)) then:

pe = Yl ooy, (5] x (il ), (12)
= D), i, (¥l (13)

and the density matrix for the system is diagonal.

It is quite common to then reverse the argument, and say that if the den-
sity matrix is found to be diagonal in a particular basis, then it is these basis
states which are specially correlated with the environment. The “Schmidt
decomposition” derives from the fact that any density matrix can be diago-
nalized.

In fact, it turns out that the “specially correlated” form of the wavefunc-
tion (Eq (5)) is actually completely general, even when the orthogonality
relations (Eq (6)) are satisfied for both subsystems. This is an old result
due to Schmidt [26], and is related to the fact that in addition to p, one can
construct

pr = Wypu. (14)

Both p, and p, can be diagonalized, and both density matrices will have
identical eigenvalues. (The p corresponding to the larger Hilbert space will
have additional zero eigenvalues.)

A basis for the whole Hilbert space can be formed as the direct product
space of the eigenstates of the two density matrices. When the state of the
world is expanded in this direct product basis one finds

)y = 30 VB k), )y (15)

where the |z)f and |i)° denote the eigenstates {(or “Schmidt states”) cor-
responding to the non-zero eigenvalues, p; of each density matrix. Phase
information can be incorporated into the the eigenstates to allow positive
real values for the expansion coefficients | /p;.

Equation (15) shows that given a |¢),, and a particular direct product
form for the Hilbert space, the “specially correlated” form of Eq (5) may
always be exactly obtained using the Schmidt procedure. In general, however,
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time evolution will not preserve this form, and the Schmidt decomposition
must be re-calculated at each moment of time. People are often surprised by
the Schmidt result. Appendix A gives a brief proof, and further discussion
designed to give the result more intuitive appeal.

By nature, the Schmidt form of a state gives an exact account of the
correlations present between any two subsystems. (Each [¢}5 is uniquely
correlated with its own |¢)5.) That makes it a natural starting point for a
discussion of decoherence. A particular application of interest here is the
search for a pointer basis. That means determining if there are any states
for the systems whose coherence is not continually destroyed by the setting
up of correlations with the environment. The Schmidt states will in general
vary in some crazy way with time, as |¢},, evolves, indicating ever-changing
correlations between the system and the environment. My favorite approach
to the search for a pointer basis is to follow the evolution of the Schmidt
states (which trace out “Schmidt paths”). When their evolution becomes
sufficiently regular, one can say that they represent a pointer basis. This
point of view was first proposed by Zeh [1], and has been further discussed
in [27, 28, 29)].

One goals of this article is to illustrate these ideas with some simple
examples. I turn now to the description of a simple “toy system”, with
which calculations are easy, yet for which the decohering behavior can be
adjusted by varying a parameter. The Schmidt paths point of view will be
used to analyse the system. Then the “consistent histories” point of view
will be reviewed and applied to the same system.

4 The toy system

The system which I study is designed to exhibit decoherence in a primitive
form, with as little extra baggage as possible. The world is divided into
a two state subsystem (subsystem number 2) coupled to an “environment”
of variable size, n; (subsystem number 1). Thus, the Hilbert space of the
“world” is 2n; dimensional. The Hamiltonian can be written

H=H@L+LH® H + H; (16)

Where I; represents the unit operator in the space of subsystem k. The
first two terms represent the self Hamiltonians of the environment and sys-
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tem respectively, and the last term gives an interaction between system and
environment. | choose the self Hamiltonian of the two state system to be

Hy=E,- (NG + 1LH{1), (17)

This causes the spin to rotate, from the point of view of the {|1},{]}} basis,
with a frequency proportional to E;. The self Hamiltonian of system 1 (the
“environment” ) is

H =E xR (18)

where R is an Hermitian matrix with the real and imaginary parts of each in-
dependent matrix element initially chosen randomly in the interval [-0.5, 0.5)
(by the computer’s random number generator), and held fixed throughout
the calculation.

The idea here is to have the environment (subsystem 1) evolve in a way
which exhibits no special relationship with the “system” (subsystem 2). The
random form of H; insures this, without trying to mimic any particular
physical environment.

In a similar spirit, the interaction Hamiltonian is:

Hr=Erx (IN(NeH + [1)(leH). (19)

The matrices H) and H} are each different random matrices constructed in
the same fashion as RB. The idea of this interaction is to set up different
correlations between the system and the environment depending on whether
the spin is up or down. If the spin is up, the first term in H; causes the envi-
ronment state to be pushed in one direction (in its Hilbert space), while if the
spin is down, the second term pushes the environment in another direction.
In this sense the interaction can be thought of as providing for a primitive
“measurement”, with the {|1),|]l)} basis being the “pointer basis” in which
the measurement occurs. However, although the two different random H,’s
insure that the environment is pushed in the two different directions in each
of the |{1) versus ||) cases, there is purposely no attempt to attach any addi-
tional interpretation to H] and H}. I have made this choice in order to keep
the discussion focused on the simplest possible example.

In real physical examples of the loss of quantum coherence, the environ-
ment may or may not be as “anonymous” as I have depicted it here. In
some cases a real laboratory measurement is being performed, and we would
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easily identify some subsystem of the environment as a “pointer” or a mark
in a lab notebook, which has become correlated with the state of the system
under examination. In other cases the role of the environment may be played
by a photon scattering off the object in question, and propagating off into
“empty” space. In this second situation one would have a fairly clear idea
of the state of the photon ( at least until it interacted with a dust particle
or star!). In yet other cases decoherence can be caused by interactions with
some sort of thermal bath (such as the earth’s atmosphere). In such a case
one only has a very rough idea of the specific states of the environment that
become correlated with the system, and the situation begins to resemble the
one I have set up here. In each of these cases, an essential ingredient is that
the interactions serve to set up correlations between the system and environ-
ment in a particular way. It is this feature which I have sought to incorporate
here, while keeping specific details to a minimum.

The reader may notice a similarity between this system and others that
have appeared in the literature on quantum decoherence. I will save until
section 9 a discussion of the relationship between this and other work.

5 Calculating Schmidt paths

The calculations I undertake are quite simple. I use a computer program
(described in appendix B ) to evolve an initial state unitarily under the
action of the Hamiltonian presented in the previous section. The density
matrix for system 2 (p;) is easily constructed at any time by tracing over the
system 1 subspace (the “environment”). The density matrix is diagonalized,
and the Schmidt paths, described by the time history of the eigenvectors, can
be followed. This process has been repeated for a variety of initial states,
and for different relative strengths of the couplings By, E;, and E; in the
Hamiltonian.

5.1 Weak coupling

I start the discussion with the following case: The parameters of the Hamil-
tonian are

E1 = 1, Eg = 1, E] =.3. (20)
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This represents weak coupling, since the self-energies of systems | and 2, (£4,
and E,) are higher than the interaction energy | £;). The initial state is

i(intial)) = |T) ® |random), , (21)

where |random), is a state chosen randomly in the environment subspace.
The random state is generated by choosing both the real and imaginary parts
of its expansion coefficients in the working basis randomly on the interval
[—0.5,0.5) and then normalizing (See Appendix B for further details). Figure
1 displays a variety of information about this example. The dotted curve
on the lower plot represents the entropy of the system, in units where the
maximum entropy is unity:

S = —tr (py(logapa))- (22)

Note how the initial entropy is zero. Because the initial state (Eq (21)) has
a simple direct product form, the individual subsystems are in “pure” states,
the density matrix has only one non-zero eigenvalue, and the entropy is zero.
Naturally enough, the entropy increases with time. The solid line on the
lower plot shows the value of the larger eigenvalue of p;. Since there are only
two eigenvalues, this curve contains no more information than the entropy
(one can be calculated form the other), but it is handy to have both forms
of the information available.

It is important to remember that the whole “world” remains in a pure
state throughout the evolution. It is just relative to the subdivision into spin
system and environment that the density matrix becomes “mixed”, and the
entropy becomes non-zero.

The dotted line on the top plot in Fig (1) gives the expectation value of
the spin operator I; ® J where

F=m (+5) a1+ (=5 (23)

This curve starts at 1/2, as it should, given that the initial state is pure “|T}”,
and oscillates with the period m, corresponding to the self-Hamiltonian of
system 2. However, the amplitude of the oscillation declines with time. This
coincides with the increasing entropy, and is indicative of the fact that the
spin system is no longer in a pure state. To the extent that the spin is not
definitely in a particular state, the quantity

oL ® J W), (24)

12



will not clearly exhibit the evolution of a pure spin state.

The solid curve in the top box of Fig (1) represents the expectation value
of the spin in one of the eigenstates of p; (the one corresponding to the
larger of the two eigenvalues). This quantity allows one to follow one of
the two “Schmidt paths” associated with the two state system. This curve
also exhibits the oscillatory behavior induced by the self-Hamiltonian. An
important feature of the solid curve is that the amplitude remains steady.
There is no sign that the clean oscillatory behavior 1s degrading with time,
as it is with the dotted curve. This fact allows one to regard the oscillating
states as a pointer basis. The wavefunction describes two possible paths for
the spin, each oscillating, but with different phases. The decohering effect of
the environment does not dramatically effect the evolution of the oscillating
states.

5.2 What does it mean?

One way to ascribe physical meaning to these results is to speak about how
other systems interact with the spin system. If one were to adhere strictly to
the spirit of this work, one would need to enlarge the Hilbert space so as to
include the additional systems. I will not do that here, but instead describe
in words what might be expected.

The results in Fig 1 can be taken to mean the following: If one were to
interact at some time with the spin system using an apparatus which couples
only to the spin, and not to the environment, then one may treat the spin as
being “in two different states” (the Schmidt states), each of which leads to
its own independent outcome of the interaction. (Such an interaction could
be described along the lines of Section 2.1, where the state “|z};” would be
an eigenstate of the operator representing the measurement apparatus.) The
type of states one could expect to find would be oscillating, and 180 degrees
out of phase. Here “oscillating” means that the states one would actually find
would depend on when in the phase of the oscillation one chose to interact.
(This discussion assumes the interaction with the third system occurs rapidly
compared with the time it takes the eigenvalues of p; to change.)

The (oscillating) “state” of the spin is determined by the dynamics. The
only property which is determined by the state of the “world” is the relative
probability of finding the spin with one phase or another. This way in which
correlations, rather than just the intial conditions, determine the “state” one

13



finds a system in is of particular interest in the field of cosmology. In cos-
mology one is driven to contemplate the “initial conditions of the universe”.
It is very important however, that we clarify what properties of our universe
are a reflection of the initial conditions, and which properties are the result
of correlations set up by the dynamics, and the nature of the particular mea-
surements we are able to make. (Of course such effects may also be related
in some less direct way to the initial conditions.)

5.3 Strong coupling

I now vary the problem by increasing the strength of the interaction, relative
to the self-Hamiltonians. Figure 2 describes a situation identical to that in
Fig 1, except that now

Ei=1, E;=1, E;=1. (25)

Although there are some traces of the periodicity present in the previous case,
the clean effect is completely gone. The is no clear pointer basis. Whatever
states are specially correlated with the environment at one time, the inter-
actions always decohere them. One is left no chance to view the evolution
of the spin system in a simple way. Note that the entropy increases much
more rapidly than in Fig 1, in keeping with the disordered nature of the more
strongly coupled case.

For Fig 3, the interaction strength has been increased to E; = 3. Again,
there is no simple behavior on the part of the Schmidt paths, but there is
a new feature: The plotted Schmidt path is now more likely to be spin up,
than spin down.

This feature becomes more pronounced as the interaction strength is in-
creased further. Figure 4 shows the case where E; = 50. In this case the
two Schmidt paths are very closely pinned to spin up (shown} and spin down
(orthogonal to the one shown). The paths are now constant in time, except
for small fluctuations. One can again say that there is a pointer basis, but it
is a different one, as compared with the weakly coupled, oscillating case. The
Schmidt paths for the spin are now roughly constant, one T and the other |.
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5.4 _The Watchdog effect

It is tempting to view the strongly coupled case as a nice illustration of the
“watchdog effect” whereby frequent measurement of a system in a particular
state can prevent it from evolving [30, 31, 32, 33, 34, 35]. I argued in section
4 that the environment (system 1) plays the role of a primitive measurement
apparatus. Increasing the interaction strength decreases the time it takes
for correlations to be set up with the environment, and thus increases the
frequency with which the “measurements” take place. The spin is measured
in the {|1),|]l)} basis. When the frequency of measurement is increased (by
increasing E;) the spin is prevented from evolving out of these states, as
exhibited by the constant Schmidt paths.?

Including the measurement apparatus in the wavefunction can help de-
mystify the watchdog effect. Something which is accomplished in other treat-
ments by the insertion of projection operators can be achieved by explicitly
increasing a coupling strength in this case. However, it is not clear that
the system described here is a good one for the purpose. For example, it is
not at all clear that the case with medium coupling really describes a good
measurement which merely happens to be occurring more slowly than in the
strongly coupled case. Figures 2 and 3 suggest a much more confused state
of affairs. Further discussion of the degree to which this system is able to
describe a good quantum measurement will appear in section 6.3.

6 The high entropy case

So far I have discussed only direct product initial states, which have zero
entropy. In the situations where a nice pointer basis appeared the entropy
never really got very large and, correspondingly, there was always one eigen-
value of the density matrix which was clearly the largest. I now shift the
discussion to higher entropy states

#The idea that the environment can often provide the “measurements” necessary for
the watchdog effect has been discussed in the literature {4, 11]
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6.1 .Strong coupling

In the strongly coupled case (Fig 4), the initial state was pure spin up, and
the evolution was one in which |T) states remained stable. It is not surprising
that the world does not deviated too far from its low entropy initial state.
The evolution is looks the the same even at much later times and the entropy
simply does not increase.

However, one can simply start win an high entropy initial state, and
see how the Schmidt paths behave. One might expect that if the coupling
were strong, the same simple evolution would be obtained. Figure 5 shows
the results from a calculation that started with “random initial conditions”.
Specifically, I chose the real and imaginary parts of each expansion coeffi-
cient (in the working basis) randomly on the interval [—0.5,0.5), and then
normalized. Note how the entropy is initially close to maximal, as would be
expected. The Schmidt paths clearly do not reproduce the simple constant
spin (up or down) evolution of the low entropy case. One does see some long
time features (on time scales O(10)) which might suggest a tendency toward
constant behavior, but that is far from clear.

Perhaps the high entropy case needs a larger coupling to achieve the
simple constant spin pointer basis evolution. Figure 6 shows the results
of increasing the relative strength of the interaction even more (Ej/E; =
E;/E, = 107), and starting with the same initial state. The behavior of the
Schmidt paths in this case is not qualitatively different.

What we are seeing here might be related to the definition of the Schmidt
paths. Schmidt paths are based on the eigenvectors of the density matrix
p2. The high entropy case corresponds to the eigenvalues of p; being nearly
degenerate (note how the larger of the two eigenvalues, given by the solid
line in the lower plot, is close to 1/2). When the eigenvalues of a matrix
are exactly degenerate, the eigenvectors are not uniquely specified. It seems
reasonable that when the eigenvalues are close to degenerate, the eigenvectors
depend in a delicate way on small fluctuations in the elements of p;. This
dependence on small fluctuations appears to be washing out the nice pointer
basis behavior exhibited by the low entropy case.

While this explanation seems reasonable, the effect should not be univer-
sal. For example, one should be able to construct an experiment where the
probability that a Geiger counter has ticked is as close to 1/2 as one might
want. There should be no confusion about the existence of two distinct out-
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comes.in that situation. Certainly there has been no observed degradation of
Geiger counter performance in that limit. (Since this work was completed,
I have made progress in modifying H; and the initial state to allow sim-
ple Schmidt behavior in strongly coupled cases with fairly high entropy{36].
The problem seems to be one of degrees. The higher entropy one wants to
cope with, the larger one must make the size of the environment and/or the
interaction strength)

6.2 Weak coupling

I now turn to the case of high entropy, weakly coupled systems. Figure 7
shows the results of using the same high entropy initial state as above but
now with

Ei=1, E;=1, E=23. (26)

The story appears to be similar to the strongly coupled case. Although there
are vestiges of the oscillating behavior observed in the low entropy states
(compare with Fig 1), the evolution is not as clean, and it is clear that the
same type of pointer basis behavior is not present.

Figure 8 shows the same arrangement as in Fig 1 (weak coupling, with
low initial entropy), viewed much later in its evolution. As with the strongly
coupled case, the early behavior of the Schmidt paths persists at later times.
(Actually there does appear to be some modulation of the amplitude here,
but the effect is limited, and it may be attributable to the small size of the
environment.) What is interesting is that in this case the entropy is very high,
at least as high as the entropy in the case of random initial conditions (Fig 7).
This shows that for weak coupling the system is able exhibit a simple pointer
basis in a situation where density matrix eigenvalues are nearly degenerate.
Thus, the evolution of the Schmidt paths need not be dominated by the
fluctuations in this limit.

It is intriguing that Figures 7 and 8 both show (pure) states with have
high entropy from the point of view of the spin-environment subdivision.
Although the entropy is similar, the states have very different behavior. One
was chosen randomly, and the other was reached by evolving a particular low
entropy initial state for a long time. A more thorough investigation of the
differences between these two states is currently underway.
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6.3 . Quantum measurement

It would be nice to use these calculations to illustrate the “collapse” of the
wave function associated with a quantum measurement. In principle one
would do this buy setting up an intial state of the form:

[ (initial)), = (%) & |something), (27)

and tracing the evolution of the Schmidt paths. Initially one Schmidt state
would be (|T) + |1}}/v2. In the strongly coupled case, as time progressed,
one could simply watch the evolution of this schmidt path and watch the
state “collapse” into a |T) or ||) state. At the same time of course, the other
Schmidt path would have its probability increasing from zero, and would
become peaked around the other alternative.

The catch is, at least when the initial states of the environment are the
random ones I choose here, that the final state is identical to the state of the
high entropy, strong coupling case already discussed. (One can see that the
two paths should end up with roughly equal probabilities, and that means
high entropy.) Thus the outcome is not two nice |1) and ||} Schmidt paths.
This might not be too surprising since a random initial state for the environ-
ment makes it a very noisy measurement apparatus. | am presently investi-
gating the possibility of properly “preparing” the environment in a suitable
initial state so as to make it work like a good measurement apparatus in
this example. It is possible however, that my toy system is too simplistic to
play that role. (Since this work was completed I have successfully accom-
plished the goals outlined in this subsection using a suitable initial state and
a somewhat larger environment [36].)

7 Consistent Histories

7.1 Review of the consistent histories approach

It is tempting to view the Schmidt paths as a set of different paths or histories
followed by the spin. Starting with the work of Griffiths [37], a number of
authors [38, 39, 40, 41, 42, 43, 44] have developed specific ideas as to when
different histories of a quantum system may be regarded independently. This
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“consistent histories” or “decoherence functional” point of view is rooted in
the sums over histories formulation of quantum mechanics.

By way of illustration, consider an intial state |4o} evolved to a time £
(the Schrodinger picture will be used here). One can insert sets of projections
at will throughout the time evolution, resulting in:

W’o(t)) = gtH{t=tn) {Z }5&} e~ H{tn—tn_1) {Z PI} o
k 1
{Z pm} e“in(h—h) {Z: 15,} e—in(tL-ta) W)O) - (28)

Here I am assuming
zpmz-fx pmpn=6mnpm (29)

for each set of projections inserted (the sets corresponding to different times
need not be the same). Equation (28) is thus just an identity, regardless
of when and how often the sets of projections are inserted. For the system
discussed in this article, an interesting set of projections is:

Br=m¢tl ® n; A=)l ® h (30)

which clearly obey P, + P, = I.

It is useful to define a “path projected state” corresponding to a particular
choice of projection at each of the chosen times. For example, the path
projected state which results from uniformly choosing the T projection is

[T .. 11]) = PremHultntaa) ... premtHulta=ti) preifiultiz) |y) | (31)
If the | projection is chosen at ¢; one has instead

|[T TlT]) = PTe—iH\.(tn-t,._;) . }'jte—in(t;—t;)Ple—in(t:—tl)ﬁte-iﬂu(tl—to) Id’) i
(32)
By collecting all the 3’s at the front of the right side of Eq (28), one can write
[o(t)) as the sum of many path projected states. The requirements given by
Eq 29 ensure that paths are “exhaustive” and “mutually exclusive”. When
constructing the path integral formulation of quantum mechanics a similar
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procedure is followed, and the time between projections is taken arbitrarily
small. For present purposes the time between projections can remain finite,
representing a coarse graining in time. Different choices of the ¢;'s, when
projections are inserted, correspond to different temporal coarse-grainings.

One can attempt to use the squared magnitude of the path projected
states as the “probability” assigned to the corresponding path. However in
general this quantity will not behave like a probability. For example, consider
the case where just two projections are performed. A probability should obey
the following sum rule:

(il = el + (i (33)

where the on the left side represents the absence of any projection at the
first time. This is just saying the the probability of the path which ignores
the state at the first time should be equal to the sum of the probabilities of
the paths for which all possible projections are made at the first time (in this
example there are only two). Using the identity:

I[T-1) = 1110 + 111 (34)

one can see that the general case is:

(-0 = (0D + LIy + <Ol + (i
= (TN 4 2R (((TLIILLNY + ([THIETLD (35)

Only if the middle term happens to be negligible will the sum rule (Eq
(33) ) be obeyed. If, for a give set of projections and projection times all
the appropriate sum rules are obeyed, then the corresponding set of paths or
histories are said to be “consistent” or “decohering”. Since their probabilities
add in the normal way, consistent histories may be regarded as “independent”
or “non-interfering”. On the other hand, if the sum rules are not obeyed,
it is not reasonable to regard the amplitude squared of the path projected
states as a probability.

Gell-Mann and Hartle [41] call the inner products of path projected states
the elements of the “decoherence functional”. If the two paths are differ-
ent, the inner product gives an “off-diagonal” element of the decoherence
functional. The inner product of a state with itself gives an “on-diagonal”
decoherence functional element. As illustrated by Eq (33), the probability

i
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sumn rules are relations among the on-diagonal elements of the decoherence
functional. For each probability sum rule there is a corresponding expression
which involves the addition of off-diagonal decoherence functional elements
and which is always correct (an example of this is Eq (35)). For the sum rules
to be valid, the off-diagonal decoherence functional elements should be small.
(In fact, the net effect of all the off-diagonal terms in the generalization of
Eq (35) must be small. If many projections are made, individual off-diagonal
elements will typically be much smaller than unity, but the generalization of
Eq (35) will contain may off-diagonal elements, so the net effect can still be
large.)

A particular choice of projection times and sets of projectors to use at
each time (each set obeying Eq 29) completely specifies a (possibly coarse-
grained) set of histories. One says that the set of histories is consistent if all
the relevant sum rules are obeyed.

7.2 Further discussion

The result of acting with P; on a state |4} is certain to be of the form

Py =11 @ 91 = e ) ® |11 (36)

for some state of the environment |¢};. The second equality uses ay =
(1{(#|#)1)"/? to extract the normalization. For all paths which end in 1, the
path projected states look like Eq {36).

Now consider the case {(as in Eq (34)) where there are only two projection
times. This results in four path projected states. Two of these will have the
form given by Eq (36). For the sum rules to be valid, the inner product of
these two path projected states, which takes the form

QIG2(¢1|¢2}a (37)

must be small. There are two things that can make this expression small:
The norm (a) of one of the states can be small, or the overlap between
the environment states (the |¢)’s) can be small. Should the spin subsystem
undergo purely unitary evolution, the first case may always be achieved for
suitably chosen paths. One simply defines one of the earlier projections as
the final projection (P;) evolved back to ¢; with the (unitary) time evolution
operator. Operating by the othogonal projection at ¢; and then by P; at
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ty will give a path projected state with zero amplitude. The inner product
between this path projected state and any other will give zero, and the sum
rule will be obeyed. In fact, this procedure works for any final projection, so
infinitely many consistent histories can be constructed for a subsystem which
evolves unitarily.

Since the spin in the toy system does not generally evolve unitanly, paths
which are consistent because the |$)’s have little overlap are of particular
interest. If {$1]|@2) is small, one can say that the environment contains a
“record” of the path, since the state of the environment is different depending
on which path was followed. This clearly has to do with correlations between
the spin and environment being established at one time and being preserved,
in some sense, as time goes on. Gell-Mann and Hartle use the term “medium
decoherence” when it is correlations with the environment or “records” which
suppress the inner products between path projected states and allow the sum
rules to be obeyed [45].

I should remark that by requiring the off diagonal decoherence functional
elements be small, I am exceeding the less restrictive requirement that only
the real parts need be small, which is all that one needs to obey the sum
rules. Gell-Mann and Hartle also do this{41], and they remark that there are
no know physical examples where the real parts are small but the imaginary
parts are not.

8 Evaluating histories for the toy system

I consider the following generalization of Eq (35):

() = (i) + 2 (([1jj2h) + {L2)ifz2)) (38)
{212 = ([21]i{21)) + 2% (([21]1[22])) + ([22]|(22]) (39)

Where 1 and 2 refer projections which are generalizations of Eq (30):
P; = |i)2di| © 1. (40)

The basis {|1}, |2)} which defines the projections will be called the “projection
basis” (PB).
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8.1  Results

Figure 9 represents the various terms of Eqs (38) and (39). The heavy curve
gives the left hand side and the dashed curve gives the sum of the first and
last terms (the on-diagonal decoherence functional elements) from the right
hand side. To the extent that the sum rule is obeyed, the dashed curve
and the heavy curve should coincide. The first term from the right hand
side is given by the light solid curve. When the light solid curve is close to
the heave curve or close to zero, the probability of the coarse grained path
comes predominantly from one or the other of the fine grained paths. The
top and bottom panels represent Eq (38) and (39) respectively. The first
projection occurs at ¢ = 10. The x-axis gives the time elapsed until the
second projection is made.

The initial conditions and coupling strengths used for Fig 9 are identical
to those for Fig 1 (weak coupling, spin initially up). The projection basis
is {| 1),] 1)}. The fact that the dashed and heavy curves are quite differ-
ent indicates that the sum rules are not obeyed. Figure 10 represents the
same system as Fig 9 but with the projection basis being the Schmidt states
calculated when no projections were done. (Note that the projection basis
depends on time now, as shown in Fig 1.) The heavy and dashed curves are
much closer, indicating greater validity of the sum rules.

This result is not surprising. In the first case the projections were made
with no particular regard to what records had been made in the environment.
The Schmidt states are precisely the states which have been “recorded” by
the environment. In the second case the Schmidt states were used as the PB,
and much better validity of the sum rules was achieved.

I should note that for the sum rules to be valid, records must not only be
made, but also preserved. This tends to work out naturally for this system,
since once one is considering two orthogonal environment states, the random
environment evolution is pretty good about keeping them orthogonal, espe-
cially when the size of the environment subspace is large. (But see section
8.2 for further comments on this point)

Figures 11 and 12 correspond to figures 9 and 10, but with the coupling
set to the “medium” value (E; = 1, as depicted in Fig 2). Again, when
projections were made on the Schmidt states the sum rules are more closely
obeyed, due to records being present in the environment.

The strongly coupled case is a little different. For one, the {|1},[]}} basis
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is the Schmidt basis, and the initial |T) state is so stable that there is very lit-
tle loss of quantum coherence. Still, the (very nearly) direct product form of
the state describes important correlations between the spin and environment
and one can choose a "bad” projection basis by ignoring these correlations.
Figure 13 depicts the strongly coupled case (E; = 50) where the first PB
was |£) (= (I1) £11))/v/2) and the second was {|1},|1)}. Here no regard is
paid to the correlations and the price one pays is the lack of validity of the
sum rules. Figure 14 shows the strongly coupled case with PB = {|1},{l}}
throughout. As expected the sum rules are obeyed quite well.

In section 7.2 I made the point that valid sum rules could arise either
because unitary subsystem evolution was being followed, or because suitable
records were being made in the environment. These two “different” circum-
stances are actually unified by the use of the Schmidt basis as the PB. Should
the spin evolution be unitary, the spin will continue to be in a pure state, and
its density matrix will continue to have but one non-zero eigenvalue. The
eigenstate (or “Schmidt state”) corresponding to that eigenvalue will be the
state of the spin. Thus the Schmidt basis naturally follows unitary evolution,
when it is present. However, as noted in section 7.2, when the evolution is
truly unitary a multitude of sets of consistent histories can be constructed.
Only one of these sets is chosen by projecting on the Schmidt basis. It is the
one which maximizes the extent to which the probability is peaked, rather
than spread our among many paths.

If the evolution is only slightly non-unitary one eigenvalue of the density
matrix will remain close to unity. It is easy to show that the choice of Schmidt
as the PB always maximizes the probability of the highest probability path.
Thus, there is a sense in which using Schmidt to select the “best recorded”
paths also selects the “most unitary” paths.

8.2 Adding more projection times

We have seen how the presence of good records in the environment have
allowed consistent histories to be found for systems with radically different
behaviors. It might seem particularly surprising that any sense could be made
of the medium coupled case, whose evolution appears noisy and random. One
might ask is there no advantage to be had, from the consistent histories point
of view, when a nice pointer basis is present?

The answer to this question becomes apparent when one contemplates
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adding additional projection times. It is a simple matter to evolve each path
projected state, and consider its Schmidt decomposition. That will tell you
what additional records have been made in the environment since the last
projection. However, in general the Schmidt basis for each path will vary
greatly from path to path.

Figure 15 illustrates this point. What is plotted is the norm square of the
overlap of Schmidt states with |T}. Each panel has two curves, representing
the two path projected states which one has following the first projection
time (¢, = 10). The x-axis is the time elapsed since ¢,. In each case the
Schmidt state corresponding to the largest probability (or largest eigenvalue
of p;) is chosen. The top panel corresponds to weak coupling, and the lower
panel corresponds to medium coupling.

Figure 15 shows that for the weakly coupled case the Schmidt basis is the
same for the two path projected states. (The “most probable” Schmidt states
are actually orthogonal.) This will allow one to to use the same projection
basis on both paths at the next projection time, without compromising the
goal of projecting on the “best recorded” basis. The universality of the
Schmidt basis across the different paths is a consequence of the presence of
a preferred “pointer basis” for the weakly coupled system. In contrast, the
medium coupled case (lower panel) has no particular connection between the
Schrnidt states on the different paths (and no particular pointer basis). To
project on the best recorded basis, one must choose a different projection
basis on each path.

Gell-Mann and Hartle [41]stress that one should not expect that the best
projections to always be onto the same basis on different paths. [ agree with
them. This example is simply an illustration of how the presence of a pointer
basis can be reflected in the nature of the consistent histories.

I should note that as more projection times are added, one puts more
strain on the simple system discussed here. I have been counting on the
largeness of the environment space, combined with the randomness of the
evolution within that space, to insure that environment states are orthogonal
(to a good approximation) whenever this is necessary for a “good record” to
be present (just as in [3]). The size of the environment space in the toy
model is only 12, so there are only so many mutually orthogonal “records”
one can have! To emphasize this point, I note that the “Schmidt paths”
depicted in Figs 1-4 are resolved to a timescale of At = 0.1 over a period of
20 units of time. If the same resolution were used for consistent histories, one
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would require 22°° different paths, which is much more than one could hope
to record in the small environment used here. This serves to illustrate not
only the limitations of the toy model, but also the lack of a simple cne-to-one
correspondence between Schmidt paths (of which there are only two in this
example) and consistent histories.

On the other hand, the Schmidt decomposition appears to be a helpful
way to analyze path projected states. It can point one toward useful projec-
tions to choose when constructing the decoherence functional. Furthermore,
it is likely that the Schmidt paths and the consistent histories can be brought
closer together in the case where the environment is better resolved. It might
be the case that the environment space can be decomposed into separate sub-
spaces, so that the location of each record can be identified (as a spot on a
magnetic tape, for example). The Schmidt decomposition may be applied
repeatedly, to separate out each subspace. The resulting decomposition of
the wavefunction will have many more factors in each term (corresponding
to many more subsystems) and, consequently, many more terms (resulting
in more Schmidt paths). If all the relevant records are resolved in this way,
the Schmidt paths should closely resemble the particular consistent histories
for which those records are relevant.

8.3 Reducing the time between projections

So far I have not discussed the role of the coarse-graining in time which is
brought about by the finite time between projections. If one can rely on the
Schmidt decomposition to determine which measurements have actually been
made, and choose the projections accordingly, what is to prevent one from
letting the time between projections go to zero? Should not this prescription
give perfectly consistent histories?

The answer to this question is “no”. The reason the prescription fails lies
in the fact that nowhere have I managed to get perfect accordance with the
probability sum rules. None of the figures 9-14 have the dashed line exactly
on top of the heavy line. This imperfection will have an increasing impact
on the results as the time between projections is decreased.

Consider for a moment Fig 10. When only a small amount of time has
elapsed since the first projection, two of the paths have very low probability.
This can be deduced from the fact that the light solid curves are close to
either the heavy curve or zero on the left side of Fig 10. The reason for
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this is that there has not been enough time for much branching to occur.
As a result the sum rule violations are large compared to the probabilities
assigned to some of the paths. In general, when the projections are made
sufficiently frequently, the probabilities assigned to most of the paths will
be smaller than the sum rule violations. For example, in Fig 10 (top panel)
the light solid curve eventually deviates significantly from the heavy curve,
indicating that the second path eventually acquires a large probability. If
many projections had been made in the same time period, this probability
would have been divided among many paths, and in most cases the path
probability would be smaller than the sum rule violation.

Which paths one requires to have probabilities larger than the sum rule
violation depends on the physical problem one is addressing. The point of
this subsection is that the coarse graining in time is way to control this effect.

9 Comparison with other work

Other authors have also studied two state systems coupled to an environment.
In particular such systems appear in some of the pioneering papers on the loss
of quantum coherence 3, 11]. The main way the calculations presented here
differ from previous work is that here exact (to machine precision) solutions
are provided for a much more complex system then most of those which were
solved exactly before. The work also represents the first time a side-by-side
comparison of the consistent histories and the Schmidt paths has been made.
(For more calculations using consistent histories, see {46].) In most previous
work, the cases which were solved exactly were very simple. Some cases
involved a Hamiltonian which was (or became) exactly separable. In other
cases the pointer basis states were exact eigenstates of the total Hamiltonian.
These simnplifications made it easy for correlations to be discussed, since they
were exactly preserved as time evolved. (Another complex example which is
solved exactly is given by Unruh and Zurek [7].)

More complex examples have been studied, but various approximations
were used. One thing the work here shows clearly is how there are many
ways the Schmidt states can deviate from a simple pointer basis. In some
cases the deviations are large, while in other cases the deviations amount to
small, stable fluctuations. (Presumably the latter fluctuations are present at
some level in any realistic example.) I believe that the previous work was
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sufficiently simplified as to not distinguish among these different possibili-
ties. For example, the timescale of these deviations alone is not enough to
distinguish between the two cases.

The model studied here is very close in spirit to Zurek’s model in [3], but
it is less idealized. Although plots appear in (3] of off-diagonal density matrix
elements which are small, but not precisely zero, the plots are for the case
where the on-diagonal elements are degenerate. In this case the off-diagonal
elements would be equally small in any basis, and the role of the interactions
in choosing a pointer basis is less apparent.

I should stress, however, that [ am not calling into question, or even
adding to the major advances made by Zurek (3] and by Joos and Zeh [11]
in in identifying the mechanisms which cause the loss of coherence, and their
important role in quantum physics. What I am doing in this paper is trying
out different ways of viewing these mechanisms in action, on a system with
a slightly greater degree of complexity.

10 Conclusions

I have investigated the decohering properties of a simple toy system from a
number of points of view. One goal was to determine the extent to which the
interactions with the environment defined a “pointer basis” whose quantum
coherence was not destroyed by the interactions.

In the “Schmidt Paths” point of view, the system was studied by following
the evolution of the eigenstates of the reduced density matrix. Depending on
the coupling strength, there was either: 1) A constant pointer basis (strong
coupling), 2) A simply oscillating pointer basis (weak coupling), or 3) Noisy
behavior, with no pointer basis (medium coupling).

I also utilized the “consistent histories” approach to study the toy sys-
tem. Correlations between a systern and its environment (or “records”) play
an important role in causing certain histories to be consistent. The Schmidt
decomposition provides an exact account of the records or correlations which
are present, and I showed how it can be used to good advantage in construct-
ing consistent histories. The presence of a pointer basis allowed a particu-
larly simple form of consistent histories to be constructed, but the absence
of a pointer basis did not prevent the construction of consistent histories. I
suggested that when the records are better resolved than they are in this par-
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ticular toy system, the Schmidt paths and certain consistent histories should
very closely resemble one another.
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A .The Schmidt Decomposition
A.1 Proof

Here is a brief proof that the Schmidt decomposition may always be per-
formed: Consider a state |3) in a vector space which we choose to regard
as a direct product space. Let {|:};} and {|7).;} each be some orthonormal
basis in the corresponding subspace. There always exist a;;’s such that

) = Za-’jﬁ)zmz- (41)
i
Furthermore, one can define
)2 = 3 asi5)a (42)
i
So that one can always write

¥) = 3 sl W)

In general, the |1);’s will not be orthogonal or normalized.

Now consider the special case were the {|i);} are the (normalized) eigen-
states of p1 (= tra(|9) (¥]) = Tij afjeujii)(k]), call them {|¢)5}. In this
case the {]1);} must be orthogonal, because we must have

o =61 (SR ) 0 = sy o)
Y]
One can then see that the [1),’s must be eigenstates of p, :

pr = ()W) = 3 )2 il (48)

Finally, one notes that the non-zero eigenvalues of both p; and p; are both
given by p; = {z|z}; , and one can construct the normalized states:

43 = ()77 1i)a. (46)
Equation (43) then becomes

W) = S VAR ), (47)

which is the quoted result.
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A.2  Remarks

Here 1s a remark which often helps people develop some intuition about the
Schmidt decomposition: If one is given a particular vector in a vector space,
and is allowed complete freedom to choose a basis, one can always choose a
basis in which the expansion of the particular vector has but one term. One
simply chooses the first basis vector proportional to the state in question.
To get a complete basis, one then constructs an orthonormal set around that
first basis vector (using the Gram-Schmidt orthogonalization procedure). If
one does not have complete freedom to choose a basis, but is allowed to
choose any bases within two pre-determined subspaces, then it should not
be surprising that in general one can not get down to a single term in the
expansion. However, one should be able reduce the number of terms, since
there is some remaining flexibility, and that is what the Schmidt form does.
Note that the number of terms in Eq (47) is equal to the minimum of the
two subspace sizes, rather than the product of the two sizes which would arise
in a typical expansion.

B Computational Methods

The computational methods employed in this work are straightforward. The
total Hilbert space has a size of 2n;, where n, is the size of the environment
subspace. I start by considering an orthonormal set {[i),|i = 1,2n,} (the
“working basis"), which spans the whole space. This set may be viewed as a
direct product of two sets of vectors, {|1),,[]),}, and {|5)1]7 = 1,n1}, each
of which spans one of the two subspaces. The direct product form for each
[#)w can be realized by writing

T
w 11y ®1(2)/2), i =even

In this way a working basis is defined in each of the subsystems as well. Any
state of the system can be represented by a set of 2n; complex numbers, «;,
normalized to 37, ala; = 1, giving the expansion coefficients of the state in
the working basis. These numbers can be equivalently labeled Q1 (i+1)/2 OF
ay (;)/2 according to Eq (48). Likewise, any operator can be represented by
a 2ny X 2n; array of numbers giving all the matrix elements of the operator
in the working basis.

(48)
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In order to do a calculation, first the expansion coefficients of the initial
state in the working basis are calculated. Then the array corresponding to
the total Hamiltonian is constructed, and diagonalized (using a packaged
subroutine from IMSL). One then has a spectrum of eigenvalues {E;}, and
a unitary operator U for transforming in and out of the eigenbasis. Using
U, 1 calculate the expansion coefficients of the state in the eigenbasis of the
Hamiltonian. Then time evolution is reduced to evaluating a new phase,
e~*Fit for each of the energy eigenbasis expansion coefficients.

At any time Ut can be used to return to the expansion coefficients in the
working basis. In this basis, it is easy to construct the matrix elements of
p2, or any other quantity of interest. For example

(e 4} = Z ot o (49)

=1

With all the elements of p; in hand, one can then diagonalize it, and examine
the eigenvalues and eigenvectors, leading to the Schmidt paths. Likewise, the
projections needed to construct the path projected states are easy to perform.

C Other numerical issues

C.1 The size of the environment

All the cases discussed here had n, = 12. I have studied the system for
a variety of different n,’s. The value 12 was chosen because it was large
enough for the environment to play the desired role, but not much larger, so
the computations could run as rapidly as possible.

C.2 Tests of the code

All calculations were performed with double precision complex numbers on
a2 VAX computer. In general, there should not be a problem in accurately
evaluating the time dependent phases of the energy eigenstates for the time
ranges considered. In any case, one does not expect numerical errors to build
up in time in this sort of calculation. The state of the world at each time is
calculated directly by shifting the phases of the initial state as expanded in
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the energy eigenstates. There is no dependence on the state at intermediate
times.

Perhaps, one could be concerned that the correct physics depends on
the realization of precise relationships among the energy eigenstates. One
example of this is the E; = 0 case, where the simple evolution of system
2 depends on the relationship A; — A; = E, holding among pairs of energy
eigenvalues of the “world”. I have checked this case, and found the expected
sinusoidal evolution to be followed to high precision. This test was performed
with a large environment (n, = 50) so that half of the 100 energy eigenstates
have an appreciable overlap with the initial (|T) ® |random)) state. The
resulting simple evolution indicates that the special relationships among all
these states are being correctly accounted for. In this test the phase of
oscillations and direct product form of the state were preserved to ¢ = 1000
and beyond.

Another confirmation of the code came from independently calculating
all the terms separately and checking that Eqns 38 and 39 do indeed apply.

Each calculation uses a particular random number seed to generate the
parts of the Hamiltonian and of the initial state designated as “random”. The
seed was changed from time to time, and it does not appear that any results
reported here represent atypical realizations. This issue was not investigated
systematically, however.
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Figure Captions

Figure 1: For Figs 1-8: (a): Solid line is {J) for an eigenstate of p;. Dashed
line is W(¥|J ® Ii|¥)w. (b): Dashed line is the entropy, solid line is the largest
eigenvalue of p,.

This figure shows weak coupling (H; = H, = 1, H; = 0.3), with a | T
)2 ® irandom); initial state.

Figure 2: Medium coupling (Hy; = H; = 1, Hy = 1), with a | T); ® |[random},
initial state. Curves as in Fig 1.

Figure 3: Stronger coupling (H; = H, =1, A; = 3), with a | 1); ® [random)},
initial state. Curves as in Fig 1.
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Figure— 4: Strong coupling (H, = H; = 1, H; = 50), with a | 1), ® {random),
initial state. Curves as in Fig 1.

Figure 5: Strong coupling (H; = H; = 1, H; = 50), with a random initial
state. Curves as in Fig 1.

Figure 6: Ultra-strong coupling (H, = H; = 0.001, H; = 10000), with a
random initial state. Curves as in Fig 1.

Figure 7: Weak coupling (H, = H; = 1, Hr = 0.3), with a random initial
state. Curves as in Fig 1.

Figure 8: Weak coupling (H, = H; =1, H; = 0.3), with a | ); ® |[random},
initial state, viewed at late times.

Figure 9: Figures 9-14 show values of the deccherence functional elements
in Eq 38 (upper panel) and Eq 39 (lower panel). The heavy curve gives the
left hand side, and the dashed curve gives the sum of the two on- diagonal
terms of the right hand side. The heavy and dashed curves coincide when
the sum rules are obeyed. The light solid curve gives the first term on the
right hand side. For this figure the projection basis states are the {|T),|])}
and the coupling is weak (as in Fig 1).

Figure 10: Checking the sum rules (as in Fig 9). The projection basis states
are the eigenstates of the unprojected p;, and the coupling is weak (as in Fig

1).

Figure 11: Checking the sum rules (as in Fig 9). The projection basis states
are the {|T),]])} and the coupling is medium (as in Fig 2).

Figure 12: Checking the sum rules (as in Fig 9). The projection basis states

are the eigenstates of the unprojected p;, and the coupling is medium (as in
Fig 2).
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Figure 13: Checking the sum rules (as in Fig 9). The projection basis states
are |t} at ¢; and {|T),|.}} at ;. The coupling is strong (as in Fig 4).

Figure 14: Checking the sum rules (as in Fig 9). The projection basis states
are {|7},[l)} and the coupling is strong (as in Fig 4).

Figure 15: Comparing the Schmidt basis for the two path projected states.
For weak coupling (upper panel) the two bases are essentially the same, while
for medium coupling the bases have no simple relationship.
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